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ÅThe current state of the art grid is sensor starved

ÅAt the transmission level, grid operators have no visibility 
into the current amount of distributed PV generation

ÅAt the distribution level, there is the need to have more 
visibility into DER output and two-way communication (?) 

Project Innovation

Image source: Siemens

Objective: Communicate the state of the grid from the inverter to the system 
operator  
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ÅFull-scale, operational implementation of the 
opportunistic hybrid communication system:
o Hybrid: various communications pathways, e.g. SCADA, PLC, 

Zigbee, etc.
o Opportunistic:route messages through each of these systems 

based on recent data about latency and availability to ensure 
reliable message passing.

Project Objectives



Distributed State Estimation Algorithms for 
PV System and Distribution System
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Distribution Network with High Penetrated PVs

Real-time, Economic, and Scalable 
Aggregation of Behind The Meter 

Information
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ÅPV States: PV inverter AC power output

ÅKalmanFilter: Temporal dynamic state estimation

o Multi-rate: Under-sampling of measurements

o Event-driven: Regular sampling in case of significant 
event

ÅKriging: Spatial estimation at unobserved location

PV System State Estimation
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Irradiance Time Series Model at 1-min Resolution
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Normalized GHI at Oahu on June 4th, 2011

 

 

1-Sec Data

1-Min Data (from 30 sec average)
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KalmanFilter from AR(p) Model
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Autoregressive Model Order, p = 1
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Multi-Rate and Event Driven Sampling Illustration

 

 

MREDRI  sampling with threshold:0.43926

MR with Dt : 5mins
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True

MREDRI with Threshold:0.43926;RMSE:0.15087

MR with Dt:5mins; RMSE:0.18149
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KalmanFilter with Kriging: Spatial LMMSE Estimate
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Year 2011, Month 6, Day 4, AR Model Order 1, D t 10 minutes
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Spatial Correlation Coefficient

Least Square Fitted Model: y =0.97699*exp(-0.17627*x)

AP3 Data Missing

Å n GHI sensors: ה ▼ȟ▼ȟȣ▼ ; 
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Power System State Estimation in Distribution Systems

ÅRadial topology

ÅLadder iterative (LI) technique1

o State variables: three-phase complex voltages at each node

o Network reduction

ςCombine nodes connected by zero-impedance lines, such as 
fuses, switches etc.

o In each iteration, update node voltage and branch current

[1] William H. Kersting, Distribution System Modeling and Analysis, Third Edition, CRC Press, 2012.

Forward Sweep

Backward Sweep
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Distributed Ladder Iterative State Estimation (DiLISE)

Å Automatic Regionalization (Au-Reg) 
based on spectral clustering [1]

o The subnetwork in each region is 
still radial

o Each subnetwork has its own root, 
from which the forward sweep 
starts.

Å The master process scans the 
topology of the network only once 
before the iterations start

Å Voltages and currents are updated 
asynchronously

o Computationally more efficient 
because of no waiting

o No need for a master process once 
the iterations start

[1] D. ²ŀƴƎ Ŝǘ ŀƭΦΣ ά!ǳǘƻƳŀǘƛŎ Regionalization Algorithm for Distributed State Estimation in Power {ȅǎǘŜƳǎέΣ ƛƴ IEEE Global 
Conference on Signal and Information Processing, pp. 1-6, 2016 (invited)

Update state estimates of
, where

Initialization

Forward sweep

Backward sweep

Changes of state estimates in all regions < 
Tol

End

nk Î LiRj ,Â j Î d(nk)

Update state estimates of

nk Î L j,Â j Î d(Ri )
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DiLISEPerformance

Computation Time 
Reduction by 70%

Impact of Bad Data
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Synchronous Integration of PV and Power System States

●

◐

●
▐● ○

Distributed State 
Estimation for
Distribution System

Perform 
KalmanKriging in 
each cluster

Perform 
ADMM [2] based 
Information 
Exchange among 
neighboring clusters

[2]  V. Kekatos, and G.B. Giannakis, ñDistributed Robust Power System State Estimationò, IEEE Transactions on Power Systems, 2013.
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ÅDistributed estimation of PV states

ÅDistributed distribution system state estimation

ÅIntegration of the two to produce actionable 
information for DSOs/TSOs

Summary



Thank You!
Questions and Discussion



Appendices
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ÅTaxonomy feeder R2-25.00-1 
ŦǊƻƳ 5h9Ωǎ aƻŘŜǊƴ DǊƛŘ 
Initiative representing 
moderate urban 
environment

ÅSystem of 1080 nodes on a 
distribution feeder

Å10 percent penetration of 
solar panels

ÅFifteen 1-sec irradiance 
measurements from ground 
stations (Desoto)

ÅPower system data 
determined by the 
Integrated Grid Modelling 
System (IGMS)

Reference Test Case A (RTC-A)

Grid Node
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ÅData collected at 1-min (Trans.) 
and 6-sec (Dist.) resolution

o Real and Reactive power

o Voltage magnitude and phase angle

o Miscellaneous variables /parameters 
for sanity checks 

ÅReference Test Case A current 
focus for communications 
development, i.e. as input only

ÅFuture T+D+C simulation 
environment for ongoing GMLC 
projects

Integrated Grid Modeling System (IGMS)

FESTIV:
ISO Markets, UC & AGC

MATPOWER
Transmission/Bulk: 
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.Φ tŀƭƳƛƴǘƛŜǊ Ŝǘ ŀƭΦΣ άIGMS: An Integrated ISO-to-!ǇǇƭƛŀƴŎŜ {ŎŀƭŜ DǊƛŘ aƻŘŜƭƛƴƎ {ȅǎǘŜƳέΣ ƛƴ IEEE Trans. Smart Grid, 2016.


